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Abstract Cross-correlation constitutes the state-of-thavathod for measuring motion in PIV data. We
present a novel variational approach to correlatiased fluid flow estimation, which determines the
displacements via continuous optimisation. A Gaussshaped window function is used, whose size,
eccentricity and orientation can freely be chod#te. adapt the shape to the noise level and dispkaem
gradients by minimising an error function that dihg formulates the aim to minimise the motion stiion
error. Displacement measurement and window adagtenperformed simultaneously in a joint bi-level
optimisation problem.

The approach showed its ability to significantlyprove accuracy also in the presence of high velocit
gradients in synthetic data. Moreover, we testednoethod with real PIV images. In comparison tdedes
of-the-art cross-correlation implementation, thedaw adaption leads to smoother displacement figlds
regions of homogenous motion, while gradients sagin vertexes are not affected in intensity antegs
shape.

1. Introduction

Cross-correlation constitutes the state-of-theragthod for measuring displacements in particle
image velocimetry (PIV) data. In the recent yeansich effort has been put into improving the
spatial resolution by replacing the square cori@ialvindows by appropriate alternatives. Nogueira
et al. (2005) consider a class of cone-shaped weglfunctions and optimise the parameters by
means of the amplitude-frequency-response. In Diid-let al. (2002) a Gaussian shaped window is
stretched and rotated along the measured mearackspent. Theunissen et al. (2007) use square
windows and locally adapt their size to the signality (seeding density) and spatial fluctuations
in the flow.

In this work, we present a novel variational applot correlation-based estimation of fluid-flows.
We use a parameterisable Gaussian weighting fundtio masking the image information. The
window orientation, eccentricity and size are addgty minimising an error function that estimates
the influence of displacement gradients, imageodisins and window shape on the velocity
measurement accuracy. A bi-level optimisation pobis defined that simultaneously adapts the
window parameters and estimates the motion field.

Section 2 starts with the description of the pr@&gosvariational correlation approach to
displacement estimation and the employed weighimgtion. Afterwards we define the window
adaption criterion and comment on its propertiesalfy, we combine both the approach to
displacement estimation and window adaption injoiat optimisation problem and briefly detail
on optimisation and discretisation. In section &, werify the algorithm design with synthetic and
real PIV data. A conclusions and an overview ouethier work is given in section 4.

" This work was partially financed by the EC projettID (FP6-513663).
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2. Approach

2.1.Correlation as Variational Problem
For the continuous definition of our approach wsuase that the input data consists of two grey-

valued images); andg, which are defined on the coordinat€s R?, for example the camera
chip area. OutsideQ) we define the image function to be zero.
Then we can express the estimation of a displacemérR* between the imageg, and g, at

position x,1Q as the maximisation of the correlation measure,
o(v. %) = [w(y=%)g,(y=3v)g,(y+4v)dy. (1.1)
]RZ
The central differencing interrogation scheme, \whshifts the image data by half the displacement
forward respectively backward, is second-order gateuin time (see Werely and Meinhart 2001).
Note that in general the whole image data is in@@lin the measurement due to the integration

over all R*>. However, we restrict the correlation to a neigithood ofx, using a general
weighting function w(x). A common choice is a square window with side teng, i.e.

w(X,a) = {é

wherex andx, are the two components of vector see Fig. 1(a). In this work, however we define
the window function as a non-normalised Gaussiaoctfan (see Fig. 1(b)),

w(x,2) = exp(—% xTZ’lx) :
whose shape is parameterised by a symmetric pegi@finite 2-by-2-matrixz . Fig. 2 depicts
some possible shapes and demonstrates the thresesdayf freedom of the window function: the
ratio between length and width of the Gaussiantfanc- denoted aanisotropy or eccentricity -,
orientation and the overalsize. This formulisation allows t@ontinuoudy adapt the correlation
support to local requirements with only few paraanet
In contrast to (1.2), this window is not sharplyubhded, but has a maximum value of one at its
centre of massX=0) and steadily tends to zero in all directions.haligh in theoryw(x,%)

does not vanish anywhere and thus all image dateadved in correlation, in practice it is a very
good approximation to consider only those regiorsene the weight is larger or equal to a
boundary, e.g. 0.001.

The support of the window function i§RZ w(x,2)dx = 27/ de . For illustration, we also give a

if —1 1 —1 1
if -Jasx <+jaand-Jasx,<+3a

. . 1.2
otherwise

window with equal support and sharp boundary, whishimplicitly defined by the level
curvew(x,Z) =expE 1) in Fig. 1(c). Whenever we refer to dimensions.(eagius) in context with
Gaussian windows, we implicitly measure them at thirve.
For now, we assume that we have given a fixed wingbape Z(x) everywhere onQ and
define an optimisation problem that simultaneougstimates displacementsi(x) at all
position x[1Q :

max C U (x),Z (x)) withC(u X ), )) = J'c(u x).Z ) x)k (1.3)

u(x) Q
where c(v,Z,x) is the correlation measure (1.1) extended by thelow shape parameter. Note
that this formulation allows adding spatial regidation terms to the objective function and thus
incorporate prior knowledge on the vector fieldy. @ncompressibility of the flow, see Ruhnau et al
(2007).
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Fig. 1. Three weighting functions(x, p) with equal supportJ‘Rz w(x, p)dx =1: (a) square window, (b) Gaussian
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window with infinite support; the level curwvgx, ) = exp(-1)defines the boundaries of a (c) round window with
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Fig. 2: Parameterisation of the Gaussian weighting funcfidiree degrees freedom and some possible shapes.
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Fig. 3: Surface plot of the correlation function betwewam thoisy PIV images with several local maxima, dhe
trajectory (red line starting in (0,0) ) of the tiomous optimisation of the displacement. Due to the multisca
framework the method does not get stuck in a lop&iima but finds the correct correlation peak i8,(8).

2.2.Window Adaption

In (1.3) we search for the optimal displacementsriaximising the cross-correlation function. We
implicitly assume that the movement within the adased image patch is uniform, which however
does not hold true in most data. The estimatedlatisment is rather an average of the motion
within the correlation window. Thus, large gradeemt the vector fields are smoothed out, causing a
loss in details. This effect can be avoided by ceuy the window size, but with the harm of a
smaller area of support and number of particlestauas higher influence of noise.

Hence, for an accurate solution it is importanbé&tance the influence of error sources by adapting
the window size and shape. For this purpose, wiaelef function that models the expected error in
the motion estimation process caused by the prekjadescribed opposing effects subject to the

window parameter:
2

ag
E(Z, ) = -X,,2 Y, dv+——2
(2u00x) = [ wly=x D)elxoy ) dy+ Foes
(@ (b)
2 .
with e(x,, y,u(x)) = {||U(y)2—U(><o)||2 if yO Q |
€ utside otherwise

We presume that a vector field(x) defined onQ is known beforehand. Then the first term (a)
describes the expected error caused by motion ingeneities around the positior,. The

function e(xo,y,u(x)) measures the deviation from the assumption treatrtbtion is equal to the
displacementu(x,) at positiony . For coordinates where no image information isilalge,

i.e.ydQ, we assume a constant erref,.,.- The resulting value of the first term is the ey
accumulated error, using the same window functiefx,%) as for the correlation.
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The denominator of the second term (b) is exadiy support of the weighting function,
i.e. J'Rz w(x,Z)dx = 27/detZ . Thus, the value of the fraction grows with smalléndow size and

describes the effect of insufficient large suppiartdisplacement estimation. The parameter
represents the influence of seeding density, oytlarie-motion (unmatched particles), image
sensor noise and other experimental factors odigpgacement estimation error.

Furthermore we can give a sound derivation for tigisn: We assume that a displacement

measurement of/, based on information within the window descriltigd W(X,Z), is a weighted
least-square estimation over independent measutenvgr) :

7:=arg min j w(x,Z)|v-v(x)[; dx (1.4)
]RZ

We assume that eacti(x) is an estimation of the true unit displacement but disturbed by
Gaussian noise, i.ev(Xx) ~ N{VD,O'Zl} , with the standard deviatiow and the identity matrixI .

Then it is possible to show that the expected sgdaviation of v from v~ is given by:

2

V-V 2} =9
g{ HZ 2/ detz
Note that the second term only describes the eramsed by image data disturbances in the
presence oiomogenous motion. The influence of gradients and other inbgameities in the vector
field is covered by the term (a) only.
The defined energy function can easily be extertdetnhvolve further expert knowledge on the
influence of experimental parameters on the estimaccuracy. In particular, here we choose a
constant value foro, but it is possible to adjust the parameter Igcellorder to adapt to varying
influences such as inhomogeneous seeding densityagie noise level.
The window used for correlation at positignis then chosen from the set of shapes that mieimis

the defined error function:

5 (x,)Oarg nglnE(Z,u(x),xo)
During the optimisation process, the second terth@ferror function tries to extend the window in
all directions with the aim to increase supportcomtrast, the first term avoids that the window
grows into regions of large displacement deviatibog allows covering of areas with motion
similar to u(x,). The higher the parametex ., iS chosen the more the adaption process will

avoid areas outside the image definition range.

2.3.Joint Displacement Estimation and Window Adaption
In section 2.1 we presented a variational desompdif a global displacement estimator with locally
parameterisable window shapes. However, we assuhsdthe parameter&(x) are known a

priori. Subsequently we defined a window adapticimesne that in turn incorporates the knowledge
on a displacements fieldi(x) . In order to resolve the interdependency betwdesda two

approaches, we formulate the following bi-levelioysation problem:
maxC (u(x), Z(x))
1o (1.5)
with Z(x,)Oarg n;inE(Z u&)x) at all pdsonsx,01Q
A solution of this problem consists of a globalpiésement estimatioru(x) that maximises the
correlation measures. The window shapgx) are adapted simultaneously to minimise the error
function at the according position and for the dateed displacements.
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2.4. Optimisation and Implementation

The continuously formulated approach (1.5) is a glem optimisation problem with highly non-
convex and non-linear objective functiord (see Fig. 3) andE. We resort to established
mathematical methods to find a solution at or nedhe global optimum.

Image data, variables and involved integrals aserdtised on a regular grid. The optimality
requirement for the displacements and window skap@bles are relaxed to the first order Karush-
Kuhn-Tucker-conditions. A Levenberg-Marquardt methmbmbined with line search, embedded
into a multiscale framework, is employed for detigting the step direction and scaling. No data
validation algorithms (e.g. vector median filterg)e applied to the variables. For details on
discretisation and optimisation of the formulateditem we refer to Becker et al (2008).
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3. Experiments

3.1. Synthetic Data

Our algorithm is designed to avoid smoothing owetter gradients by adapting the window shape
accordingly. We verify this aim by means of a sytith data set introduced as Case A4 in the PIV
Challenge 2005. The considered regiimusoids | consists of a vector field with vertical
components only which vary sinus-like with waveldnffom 20 to 400 pixels, see Fig. 4(a). For
further details on the data set, we refer to Skasist al (2008).

First we applied our correlation approach but wiked, round Gaussian window shapes with a
radius of approximately 8 pixels. A 2-by-2-pixeldjrsix resolution levels and a scaling factor

of V2 were used. The results in Fig. 4(b) show that tkéhod is able to capture the main structures
but fails to deliver accurate estimations for smakvelengths. However when additionally

performing displacement estimatiawombined with window adaption, our proposed approach
reconstructs the vector field with high precisiamem at the smallest wavelength, see Fig. 4(c). The
utside —
(a) I I | | | | | | | | |
[ |
(b)
L]
1
_ _ .
_ |
|
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Fig. 4: Experiments with synthetic data (PIV-Challenge 200ase A4, Sinusoids 1): Vertical component of\tketor
inevitably deteriorate at small wavelengths; (cinfjocorrelation and window adaption can signifi¢gnimprove
accuracy despite spatially variant wavelengths.

algorithm parameter were chosen as=20 and e, =10.
A 0 w
) AL
A | # ]
- L]
| | S b
t HAIRST .
fields, (a) ground truth and shaded detail, alsmashon the right; (b) correlation with fixed windoshape, estimates
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3.2.Real Data

The aim of the second experiment is to evaluatethvdneour algorithm can improve the results of
an established correlation implementation. The indata is taken from a real-world 2D-2C-PIV
measurement of a wake behind a circular cylindén wiReynolds number of 3900. Fig. 5 gives an
impression on the image quality. For details on é#xperiment and recording of the image
sequence, we refer to Carlier (2005).

Fig. 6 shows the vector field and the velocity nueesient obtained from the LaVision Davis
correlation software. For comparison, we furthexgessed the data with our joint displacement and
window optimisation approach. The calculation wasfgemed on a single scale, wittr =100

and e =0. Finally, the vector field was smoothed with a 3g8cond order polynomial

‘outside
regression filter. The result — depicted in Fig- 8hows how window adaption leads to smoother
estimations in regions of homogenous motion, wigexes are not affected in general shape and
intensity.

Fig. 8 to Fig. 10 are detailed views of the estedatlisplacements and window shapes. The first
illustrates the expected enlargement of windowssizeareas of homogenous motion, compared to a
region of high gradients near a vortex. Fig. 9 dest@tes that window shapes do not necessarily
stretch along the flow direction, but perpendicutagradients in the vector field. In the viciniy

the vortex in Fig. 10, window sizes decrease arapttheir shape perpendicular a steep turn of the
flow direction.

Fig. 5: Detall of the image pair recorded by a 2D-2C-PI¥asurement of a wake behind a circular cylindeteNbe
high noise level and small particle size.
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Fig. 6: Wake behind a cylinder: Velocity (after subtrantiof an average displacement) and vorticity as oreasby

the LaVision Davis software

as correlatimdow sizes

Compared to the results in Fig. 6ionsgof

are enlarged there. At the same time vortex shapepreserved as the window adaption reduces wirsdmpport and

homogeneous motion (especially at the upper andriderder) are more clearly resolved
adapts orientation to the gradients.

our joint displacement estimation and window adaptapproach

Fig. 7: Wake behind a cylinder:
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Fig. 8: Detailed view of the jointly estimated displacertse(after subtracting an average displacement)aalagbted
correlation windows (level curwe(x,Z) = exp(-1), scaled down by factor 2 for readability): Windsize increases in

areas of homogenous motion (middle), and decreageesence of gradients (upper left).

perpendicular to flow direction (upper left, alotige “wave”). The window orientation does not neeeibg coincide
with thedirection of the flow, but is perpendicular to gsadient.
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AN . RN
Fig. 10: Detailed view of the jointly estimated displacentseand adapted correlation windows: Windows adaptio
around a vortex. Note that the flow is slightly fiepressed” (i.e. larger gradients) along the nogheauthwest axis,
which also influences the window shapes accordingly

4. Conclusion and Further Work

4.1.Conclusion

We proposed a variational approach to adaptiveanatieasurement for PIV data. A continuous
formulation of the maximisation of the cross-caoatEin measure is defined using a Gaussian
formed weighting function with parameterisable smgentation and eccentricity. The displacement
estimation is augmented by a sound criterion fap#dg the window shape to gradients in the
vector field, which directly formulates the aimrexluce the estimation error.

Experiments with synthetic data showed that ourdawm adaption scheme can improve accuracy
significantly in the presence of gradients of vagyimagnitude. The ability to reconstruct
homogeneous regions clearly was demonstrated bysyadaeal, turbulent data.

4.2.Further Work

The investigation of a modified, more physicallytimated version of the error term is planned. In
addition, choosing the parameter locally by means of seeding density and image endss
expected to further improve results. Further expeowledge may be added to the error function to
improve the error prediction.
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