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Abstract. We propose a variational framework for the integration mul-
tiple competing shape priors into level set based segmentation schemes.
By optimizing an appropriate cost functional with respect to both a level
set function and a (vector-valued) labeling function, we jointly generate
a segmentation (by the level set function) and a recognition-driven par-
tition of the image domain (by the labeling function) which indicates
where to enforce certain shape priors. Our framework fundamentally ex-
tends previous work on shape priors in level set segmentation by directly
addressing the central question of where to apply which prior. It allows
for the seamless integration of numerous shape priors such that – while
segmenting both multiple known and unknown objects – the level set
process may selectively use specific shape knowledge for simultaneously
enhancing segmentation and recognizing shape.

1 Introduction
Image segmentation and object recognition in vision are driven both by low-
level cues such as intensities, color or texture properties, and by prior knowledge
about objects in our environment. Modeling the interaction between such data-
driven and model-based processes has become the focus of current research on
image segmentation in the field of computer vision. In this work, we consider
prior knowledge given by the shapes associated with a set of familiar objects and
focus on the problem of how to exploit such knowledge for images containing
multiple objects, some of which may be familiar, while others may be unfamiliar.

Following their introduction as a means of front propagation [13], level set
based contour representations have become a popular framework for image seg-
mentation [1,10]. They permit to elegantly model topological changes of the
implicitly represented boundary, which makes them well suited for segment-
ing images containing multiple objects. Level set segmentation schemes can be
formulated to exploit various low level cues such as edge information [10,2,8],
intensity homogeneity [3,18], texture [14] or motion information [6]. In recent
years, there has been much effort in trying to integrate prior shape knowledge
into level set based segmentation. This was shown to make the segmentation

T. Pajdla and J. Matas (Eds.): ECCV 2004, LNCS 3024, pp. 74–86, 2004.
c© Springer-Verlag Berlin Heidelberg 2004

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 594.962 841.96 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Ja
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue true
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



Multiphase Dynamic Labeling 75

process robust to misleading low-level information caused by noise, background
clutter or partial occlusion of an object of interest (cf. [9,17,5,15]).

A key problem in this context is to ensure that prior knowledge is selectively
applied at image locations only where image data indicate a familiar object.
Conversely, lack of any evidence for the presence of some familiar object should
result in a purely data-driven segmentation process. To this end, it was recently
proposed to introduce a labeling function in order to restrict the effect of a given
prior to a specific domain of the image plane [7] (for a use of a labeling field in a
different context see [11]). During optimization, this labeling function evolves so
as to select image regions where the given prior is applied. The resulting process
segments corrupted versions of a known object in a way that does not affect the
correct segmentation of other unfamiliar objects. A smoothness constraint on the
labeling function induces the process to distinguish between occlusions (which
are close to the familiar object) and separate independent objects (assumed to
be sufficiently far from the object of interest).

All of the approaches mentioned above were designed to segment a single
known object in a given image. But what if there are several known objects?
Clearly, any use of shape priors consistent with the philosophy of the level set
method should retain the capacity of the resulting segmentation scheme to deal
with multiple independent objects, no matter whether they are familiar or not.
One may instead suggest to iteratively apply the segmentation scheme with a
different prior at each time and thereby successively segment the respective ob-
jects. We believe, however, that such a sequential processing mode will not scale
up to large databases of objects and that – even more importantly – the paral-
lel use of competing priors is essential for modeling the chicken-egg relationship
between segmentation and recognition.

In this paper, we adopt the selective shape prior approach suggested in [7]
and substantially generalize it along several directions:

– We extend the shape prior by pose parameters. The resulting segmentation
process not only selects appropriate regions where to apply the prior, it
also selects appropriate pose parameters associated with a given prior. This
drastically increases the usefulness of this method for realistic segmentation
problems, as one cannot expect to know the pose of the object beforehand.

– We extend the previous approach which allowed one known shape in a scene
of otherwise unfamiliar shapes to one which allows two different known
shapes. Rather than treating the second shape as background, the segmen-
tation scheme is capable of reconstructing both known objects.

– Finally we treat the general case of an arbitrary number of known and un-
known shapes by replacing the scalar-valued labeling by a vector-valued
function. The latter permits to characterize up to 2n regions with differ-
ent priors, where n is the dimension of the labeling function. In particular,
we demonstrate that – through a process of competing priors – the result-
ing segmentation scheme permits to simultaneously reconstruct three known
objects while not affecting the segmentation of separate unknown objects.
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In this work, the term shape prior refers to fixed templates with variable
2D pose. However, the proposed framework of selective shape priors is easily
extended to statistical shape models which would additionally allow certain de-
formation modes of each template. For promising advances regarding level set
based statistical shape representations, we refer to [4].

The outline of the paper is as follows: In Section 2, we briefly review the level
set formulation of the piecewise constant Mumford-Shah functional proposed in
[3]. In Section 3, we augment this variational framework by a labeling function
which selectively imposes a given shape prior in a certain image region. In Section
4, we enhance this prior by explicit pose parameters and demonstrate the effect
of simultaneous pose optimization. In Section 5, we extend the labeling approach
from the case of one known object and background to that of two independent
known objects. In Section 6, we come to the central contribution of this work,
namely the generalization to an arbitrary number of known and unknown objects
by means of a vector-valued labeling function. We demonstrate that the resulting
segmentation scheme is capable of reconstructing corrupted versions of multiple
known objects displayed in a scene containing other unknown objects.

2 Data-Driven Level Set Segmentation

Level set representations of moving interfaces, introduced by Osher and Sethian
[13], have become a popular framework for image segmentation. A contour C is
represented as the zero level set of an embedding function φ : Ω → R on the
image domain Ω ⊂ R

2:

C = {x ∈ Ω | φ(x) = 0}. (1)

During the segmentation process, this contour is propagated implicitly by evolv-
ing the embedding function φ. In contrast to explicit parameterizations, one
avoids the issues of control point regridding. Moreover, the implicitly represented
contour can undergo topological changes such as splitting and merging during
the evolution of the embedding function. This makes the level set formalism well
suited for the segmentation of multiple objects. In this work, we will revert to a
region-based level set scheme introduced by Chan and Vese [3]. However, other
data-driven level set schemes could be employed.

In [3] Chan and Vese introduce a level set formulation of the piecewise con-
stant Mumford-Shah functional [12]. In particular, they propose to generate a
segmentation of an input image f with two gray values µ1 and µ2 by minimizing
the functional

ECV (µ1, µ2, φ) =
∫

Ω

(f − µ1)2H(φ) + (f − µ2)2
(
1 − H(φ)

)
dx + ν

∫

Ω

|∇H(φ)|,

(2)
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Fig. 1. Purely intensity-based segmentation. Contour evolution generated by
minimizing the Chan-Vese model (2) [3]. The central figure is partially corrupted.

with respect to the scalar variables µ1 and µ2 and the embedding level set
function φ. Here H denotes the Heaviside function

H(φ) =
{

1, φ ≥ 0
0, else . (3)

The last term in (2) measures the length of the zero-crossing of φ.
The Euler-Lagrange equation for this functional is implemented by gradient

descent:

∂φ

∂t
= δ(φ)

[
ν div

( ∇φ

|∇φ|
)

− (f − µ1)2 + (f − µ2)2
]

, (4)

where µ1 and µ2 are updated in alternation with the level set evolution to take
on the mean gray value of the input image f in the regions defined by φ > 0
and φ < 0, respectively:

µ1 =
∫

f(x)H(φ)dx∫
H(φ)dx

, µ2 =
∫

f(x)(1 − H(φ))dx∫
(1 − H(φ))dx

. (5)

Figure 1 shows a representative contour evolution obtained for an image
containing three figures, the middle one being partially corrupted.

3 Selective Shape Priors by Dynamic Labeling

The evolution in Figure 1 demonstrates the well-known fact that the level set
based segmentation process can cope with multiple objects in a given scene. How-
ever, if the low-level segmentation criterion is violated due to noise, background
clutter or partial occlusion of the objects of interest, then the purely image-based
segmentation scheme will fail to converge to the desired segmentation.

To cope with such degraded low-level information, it was proposed to intro-
duce prior shape knowledge into the level set scheme (cf. [9,17,15]). The basic
idea is to extend the image-based cost functional by a shape energy which favors
certain contour formations:

Etotal(φ) = ECV (µ1, µ2, φ) + α Eshape(φ) (α > 0). (6)
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Fig. 2. Global shape prior. Contour evolution generated by minimizing the total en-
ergy (6) with a global shape prior of the form (7) encoding the figure in the center. Due
to the global constraint on the embedding function, the familiar object is reconstructed
while all unfamiliar structures are suppressed in the final segmentation. The resulting
segmentation scheme lost its capacity to deal with multiple independent objects.

In general, the proposed shape constraints affect the embedding surface φ
globally (i.e. on the entire domain Ω). In the simplest case, such a prior has the
form:

Eshape(φ) =
∫

Ω

(φ(x) − φ0(x))2 dx, (7)

where φ0 is the level set function embedding a given training shape (or the mean
of a set of training shapes). Uniqueness of the embedding function associated
with a given shape is guaranteed by imposing φ0 to be a signed distance function
(cf. [9]). For consistency, we also project the segmenting level set function φ to
the space of distance functions during the optimization [16].

Figure 2 shows several steps in the contour evolution with such a prior, where
φ0 is the level set function associated with the middle figure. The shape prior
permits to reconstruct the object of interest, yet in the process, all unfamiliar
objects are suppressed from the segmentation. The segmentation process with
shape prior obviously lost its capacity to handle multiple (independent) objects.

In order to retain this favorable property of the level set method, it was
proposed in [7] to introduce a labeling function L : Ω → R, which indicates the
regions of the image where a given prior is to be enforced. During optimization
of an appropriate cost functional, the labeling evolves dynamically in order to
select these regions in a recognition-driven way. The corresponding shape energy
is given by:

Eshape(φ, L) =
∫

(φ − φ0)
2 (L + 1)2 dx +

∫
λ2 (L − 1)2 dx + γ

∫
|∇H(L)| dx,

(8)

with two parameters λ, γ > 0. The labeling L enforces the shape prior in those
areas of the image where the level set function is similar to the prior (associated
with labeling L = 1). In particular, for fixed φ, minimizing the first two terms
in (8) induces the following qualitative behavior of the labeling:

L → +1, if |φ − φ0| < λ
L → −1, if |φ − φ0| > λ
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Evolution of the segmenting contour.

3D plot of the simultaneously evolving labeling function.

Zero-crossing of labeling function superimposed on the input image.

Fig. 3. Selective shape prior by dynamic labeling. Contour evolution generated
by minimizing the total energy (6) with a selective shape prior of the form (8) encoding
the figure in the center. Due to the simultaneous optimization of a labeling function
L(x) (middle and bottom row), the shape prior is restricted to act only in selected
areas. The familiar shape is reconstructed, while the correct segmentation of separate
(unfamiliar) objects remains unaffected. The resulting segmentation scheme thereby
retains its capacity to deal with multiple independent objects. In this and all subsequent
examples, labeling functions are initialized by L≡0.

In addition, the last term in equation (8) imposes a regularizing constraint on the
length of the zero crossing of the labeling, this induces topological “compactness”
of both the regions with and without shape prior.

Figure 3 shows the contour evolution generated with the prior (8), where φ0
encodes the middle figure as before. Again the shape prior permits to reconstruct
the corrupted figure. In contrast to the global prior (7) in Figure 2, however, the
process dynamically selects the region where to impose the prior. Consequently
the correct segmentation of the two unknown objects is unaffected by the prior.

4 A Pose-Invariant Formulation

In the above formalism of dynamic labeling, the pose of the object of interest is
assumed to be known. In a realistic segmentation problem, one generally does
not know the pose of an object of interest. If the object of interest is no longer
in the same location as the prior φ0, the labeling approach will fail to generate
the desired segmentation. This is demonstrated in Figure 4. While the labeling
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Fig. 4. Missing pose optimization. Evolution of contour (yellow) and labeling (blue)
with selective shape prior (8) and a displaced template φ0. Without simultaneous pose
optimization, the familiar shape is forced to appear in the displaced position.

Fig. 5. Effect of pose optimization. By simultaneously optimizing a set of pose
parameters in the shape energy (9), one jointly solves the problems of estimating the
area where to impose a prior and the pose of the respective prior. Note that the pose
estimate is gradually improved during the energy minimization.

still separates areas of known objects from areas of unknown objects, the known
shape is not reconstructed correctly, since the pose of the prior and that of the
object in the image differ.

A possible solution is to introduce a set of pose parameters associated with
a given prior φ0 (cf. [15,5]). The corresponding shape energy

Eshape(φ, L, s, θ, h) =
∫ (

φ(x) − 1
s
φ0(sRθx + h)

)2

(L + 1)2 dx

+
∫

λ2 (L − 1)2 dx + γ

∫
|∇H(L)| dx (9)

is simultaneously optimized with respect to the segmenting level set function φ,
the labeling function L and the pose parameters, which account for translation
h, rotation by an angle θ and scaling s of the template. The normalization by s
guarantees that the resulting shape remains a distance function.

Figure 5 shows the resulting segmentation: Again the labeling selects the re-
gions where to apply the given prior, but now the simultaneous pose optimization
also allows to estimate the pose of the object of interest.

The main focus of the present paper is to propose selective shape priors. For
the sake of simplifying the exposition, we will therefore assume in the following,
that the correct pose of familiar objects is known. Moreover, we will drop pose
parameters associated with each shape template from the equations, so as to
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simplify the notation. We want to stress, however, that similar pose invariance
can be demonstrated for all of the following generalizations.

5 Extension to Two Known Objects

A serious limitation of the labeling approach in (8) is that it only allows for a
single known object (and multiple unknown objects). What if there are several
familiar objects in the scene? How can one integrate prior knowledge about
multiple shapes such as those given by a database of known objects? Before
considering the general case, let us first study the case of two known objects.

The following modification of (8) allows for two different familiar objects
associated with embedding functions φ1 and φ2:

Eshape(φ, L) =
1
σ2

1

∫
(φ − φ1)

2 (L + 1)2 dx +
1
σ2

2

∫
(φ − φ2)

2 (L − 1)2 dx

+ γ

∫
|∇H(L)| dx. (10)

The terms associated with the two objects were normalized with respect to the
variance of the respective template: σ2

i =
∫

φ2
i dx−(

∫
φidx)2. The resulting shape

prior has therefore merely one (instead of two) free parameters. The evolution of
the labeling function is now driven by two competing shape priors: each image
location will be ascribed to one or the other prior.

Figure 6 shows a comparison: The upper row indicates the contour evolution
generated with the shape energy (8), where φ0 encodes the figure on the left.
The lower row shows the respective evolution obtained with the shape energy
10, with φ1 and φ2 encoding the left and right figures, respectively. Whereas the
object on the right (occluded by a pen) is treated as unknown in the original
formulation (upper row), both figures can be reconstructed by simultaneously
imposing two competing priors in different domains (lower row).

6 The General Case: Multiphase Dynamic Labeling

The above example showed that the dynamic labeling approach can be trans-
formed to allow for two shape priors rather than a single shape prior and possible
background.

Let us now consider the general case of a larger number of known objects and
possibly some further independent unknown objects (which should therefore be
segmented based on their intensity only). To this end, we introduce a vector-
valued labeling function

L : Ω → R
n, L(x) = (L1(x), . . . , Ln(x)). (11)

We employ the m = 2n vertices of the polytope [−1, +1]n to encode m different
regions, Lj ∈ {+1, −1}, and denote by χi, i = 1, . . . , m the indicator function for
each of these regions. See [19] for a related concept in the context of multi-region
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Dynamic Labeling with a single prior and background.

Dynamic Labeling allowing for two competing priors.

Fig. 6. Extension to two priors. Evolutions of contour (yellow) and labeling (blue)
generated by minimizing energy (6) with a selective prior of the form (8) encoding the
left figure (top) and with a selective prior of the form (10) encoding both figures
(bottom). In both cases, the left figure is correctly reconstructed despite prominent
occlusions by the scissors. However, while the structure on the right is treated as
unfamiliar and thereby segmented based on intensities only (top row), the extension to
two priors permits to simultaneously reconstruct both known objects (bottom row).

segmentation. For example, for n = 2, four regions are modeled by the indicator
functions:

χ1(L) = 1
16 (L1 − 1)2 (L2 − 1)2, χ2(L) = 1

16 (L1 + 1)2 (L2 − 1)2,

χ3(L) = 1
16 (L1 − 1)2 (L2 + 1)2, χ4(L) = 1

16 (L1 + 1)2 (L2 + 1)2.

In the general case of an n-dimensional labeling function, each indicator function
will be of the form

χi(L) ≡ χl1...ln(L) =
1
4n

n∏
j=1

(Lj + lj)2, with lj ∈ {+1, −1}. (12)

With this notation, the extension of the dynamic labeling approach to up to
m = 2n regions can be cast into a cost functional of the form:

Etotal(φ, L, µ1, µ2) = ECV (φ, µ1, µ2) + αEshape(φ, L), (13)

Eshape(φ, L) =
m−1∑
i=1

∫
(φ − φi)

2

σ2
i

χi(L)dx +
∫

λ2χm(L)dx + γ

m∑
i=1

∫
|∇H(Li)|dx.
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Here, each φi corresponds to a particular known shape with its variance given
by σi.

As mentioned before, we have – for better readability – neglected the pose
parameters associated with each template. These can be incorporated by the
replacements:

φi −→ 1
si

φi(siRθix + hi) and Eshape(φ, L) −→ Eshape(φ, L, p),

where p = (p1, . . . , pm) denotes the vector of pose parameters pi = (si, θi, hi)
associated with each known shape.

7 Energy Minimization

In the previous sections, we have introduced variational formulations of increas-
ing complexity to tackle the problem of multi-object segmentation with shape
priors. The corresponding segmentation processes are generated by minimizing
these functionals. In this section, we will detail the minimization scheme in or-
der to illuminate how the different components of the proposed cost functionals
affect the segmentation process. Let us focus on the case of multiple labels corre-
sponding to the cost functional (13). Minimization of this functional is obtained
by alternating the update of the mean intensities µ1 and µ2 according to (5) with
a gradient descent evolution for the level set function φ, the labeling functions
Lj and the associated pose parameters pj . In the following, we will detail this
for φ and Lj . Respective evolution equations for pj are straight forward and not
our central focus.

For fixed labeling, the evolution of the level set function φ is given by:

∂φ

∂t
= −∂Etotal

∂φ
= −∂ECV

∂φ
− 2 α

m−1∑
i=1

φ − φi

σ2
i

χi(L). (14)

Apart from the image-driven first component given by the Chan-Vese evolution
in equation (4), we additionally have a relaxation toward the template φi in all
image locations where χi = 1.

Minimization by gradient descent with respect to the labeling functions Lj

corresponds to an evolution of the form:

1
α

∂Lj

∂t
= −

m−1∑
i=1

(φ − φi)2

σ2
i

∂χi(L)
∂Lj

− λ2 ∂χm(L)
∂Lj

− γδ(Lj)∇
( ∇Lj

|∇Lj

)
, (15)

where the derivatives of the indicator functions χi are easily obtained from (12).
The first two terms in (15) drive the labeling L to indicate the template φi which
is most similar to the given function φ (or alternatively the background). The
last term minimizes the length of the zero crossing of Lj . This has two effects:
Firstly, it induces the labeling to decide for one of the possible templates (or the
background), i.e. mixing of templates with label values between +1 and −1 are
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Evolution of the segmentation with multiphase dynamic labeling.

Labeling 1 Labeling 2 Final labeling Without prior

Fig. 7. Coping with several objects by multiphase dynamic labeling. Contour
evolution generated by minimizing the total energy (6) with a multiphase selective
shape prior of the form (13) encoding the three figures on the left, center and right.
The appearance of all three objects is corrupted. Due to the simultaneous optimization
of a vector-valued labeling function, several regions associated with each shape prior
are selected, in which the given prior is enforced. All familiar shapes are segmented
and restored, while the correct segmentation of separate (unfamiliar) objects remains
unaffected. The images on the bottom show the final labeling and – for comparison –
the segmentation without prior (right).

suppressed. Secondly, it enforces the decision regions (regions of constant label)
to be “compact”, because label flipping is energetically unfavorable.

Figure 7 shows a contour evolution obtained with the multiphase dynamic
labeling model (13) and n = 2 labeling functions. The image contains three cor-
rupted objects which are assumed to be familiar and one unfamiliar object (in
the top left corner). The top row shows the evolution of the segmenting con-
tour (yellow) superimposed on the input image. The segmentation process with
a vector-valued labeling function selects regions corresponding to the different
objects in an unsupervised manner and simultaneously applies three competing
shape priors which permit to reconstruct the familiar objects. Corresponding 3D
plots of the two labeling functions in the bottom rows of Figure 7 show which
areas of the image have been associated with which label configuration. For ex-
ample, the object in the center has been identified by the labeling L = (+1, −1).

8 Conclusion
We introduced the framework of multiphase dynamic labeling, which allows
to integrate multiple competing shape priors into level set based segmentation
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schemes. The proposed cost functional is simultaneously optimized with respect
to a level set function defining the segmentation, a vector-valued labeling func-
tion indicating regions where particular shape priors should be enforced, and a
set of pose parameters associated with each prior. Each shape prior is given by
a fixed template and respective pose parameters, yet the extension to statistical
shape priors (which additionally allow deformation modes) is straight forward.

We argued that the proposed mechanism fundamentally generalizes previous
approaches to shape priors in level set segmentation. Firstly, it is consistent
with the philosophy of level sets because it retains the capacity of the resulting
segmentation scheme to cope with multiple independent objects in a given image.
Secondly, it addresses the central question of where to apply which shape prior.

The selection of appropriate regions associated with each prior is generated
by the dynamic labeling in a recognition-driven manner. In this sense, our work
demonstrates in a specific way how a recognition process can be modeled in a
variational segmentation framework.
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