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Abstract. Cascades of classifiers constitute an important architecture
for fast object detection. While boosting of simple (weak) classifiers pro-
vides an established framework, the design of similar architectures with
more powerful (strong) classifiers has become the subject of current re-
search. In this paper, we focus on greedy strategies recently proposed
in the literature that allow to learn sparse Support Vector Machines
(SVMs) without the need to train full SVMs beforehand. We show (i)
that asymmetric data sets that are typical for object detection scenarios
can be successfully handled, and (ii) that the complementary training
of two sparse SVMs leads to sequential two-stage classifiers that slightly
outperform a full SVM, but only need about 10% kernel evaluations for
classifying a pattern.

1 Introduction

Cascades of classifiers constitute an important architecture for fast object detec-
tion. A well-known and promiment example is the work of Viola and Jones [4]
on face detection based on a cascade of boosted weak classifiers that only require
simple image convolutions for feature extraction and thresholding. This frame-
work is not directly applicable to kernel classifiers like support vector machines
(SVMs), for instance, because boosting based on such strong classifiers as com-
ponents is less effective. In many applications, however, the flexibility of kernel
machines is a decisive advantage, as they can be applied to arbitrary features
and pattern representations including histograms, sets, graphs, etc. This raises
the question of how to design structured architectures for efficient classification
using kernel machines as components.

Accordingly, this problem has spurred research recently. Related work can be
roughly, but not disjointly, classified

– into approaches [6,5,8,11,1] to the design of Reduced Support Vector Ma-
chines (RSVMs) that require less computational costs than the standard
SVM for classifying a pattern, and

– into approaches [10,5,7,9] that exploit SVMs (either reduced or not) as com-
ponents of a structured architecture for classification.

Regarding the former class of approaches, RSVMs require only a fraction of
kernel evaluations for classifying a pattern, either by computing a sparse subset
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of the support vectors of the full SVM [6,1], or by computing a novel small set
of vectors in order to replace the support vectors altogether [5,11]. Additionally,
wavelet approximations of these latter vectors have been investigated in [8] in
order to efficiently evaluate the arguments (i.e. dot products between pattern
vectors) to which the kernel function is applied.

The latter class of approaches, on the other hand, is focusing on structured
SVM-based classification for face detection. Heisele et al. [10] studied a hierarchy
of linear SVMs including a single nonlinear SVM as top node. Thresholds were
tuned for optimizing classification performance and speed, followed by feature
selection. Romdhani et al. [5] proposed a single chain of SVMs that is optimized
also by threshold tuning, and by approximating a fully nonlinear SVM that has
to be computed beforehand, whereas a decision tree with linear SVMs is sug-
gested in [9]. Finally, Sahbi and Geman [7] recently presented a tree-structured
hierarchy of SVMs that again is optimized by the reduced set technique used in
[5] and threshold selection, and is operating on an application specific partition-
ing of the space of patterns (faces) according to different poses.

Contribution. In this paper, we assess two different direct greedy strategies
[6,1] for designing reduced SVMs (RSVMs) in connection with the sequential
combination of two nonlinear RSVMs. Such two-stage classifiers form the core
of any recursively designed larger structured architecture. Figure 1 illustrates
the basic idea underlying the design of RSVMs.

The rationale behind our choice is as follows: Firstly, we focus on direct RSVM
computation rather than on approximations of fully nonlinear SVMs, in order to
avoid the need to train the latter beforehand. Secondly, we refrain from the com-
putation of novel representatives of support vectors as done in [5,11] because this
relies on complex optimization problems that are sensitive to initialization, step
sizes, etc. Corresponding problems can easily interfere with our main objective,
the assessment of structured architectures to classification using RSVMs. Finally,
in order to meet error rate specifications, we prefer training with asymmetric
costs over threshold tuning because the latter is known to result in classifiers
that are not ROC-optimal [3].

Organization. The two greedy strategies [6,1] for designing RSVMs are de-
scribed in sections 2 and 3. We slightly modified the latter approach by including
a bias term (threshold) into the RSVM decision function that is also determined
during training. In section 4, we report the results of numerical experiments ad-
dressing the following aspects: Validation of the implementation using standard
benchmark data, performance evaluation for fixed classifier complexities, coping
with asymmetric data and training costs, complementary design of two-stage
RSVM classifier.

Notation. False/true and negative/positive error rates are abbreviated with
FNR, FPR, TNR and TPR, respectively, and expressed as percentage %. k(x, y)
denotes an admissible kernel function (e.g. Gaussian), Km a m×m kernel matrix,
and km(x) the vector km(x) = (k(x1, x), . . . , k(xm, x))�.
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Fig. 1. Illustration of RSVMs. From left to right: (i) Level-lines of two Gaussian
distributions and the decision line of the Bayesian classifier. The Bayes error is L∗ ≈
16.465%. (ii) The Bayesian classifier and a sample of 200 patterns. (iii) The decision
surface of the standard SVM trained with all sample patterns, and with optimized
parameters. The number of support vectors is 93. The error rate is Lfull ≈ 17.005%.
(iv) A RSVM with 4 support vectors indicated by circles. The error rate Lred ≈ 17.71%
is only slightly worse than that of the standard SVM, whereas the kernel evaluations
have been reduced by a factor of about 23.

2 RSVM-1: Design by Feature Subset Search

The approach of Franc and Hlavac [6] to the design of RSVMs with fixed classifier
complexity involves two phases that we describe next:

(i) Search for an optimal subset of samples Xm ⊂ Xn = {x1, . . . , xn} , m � n.
(ii) Compute a classifier with computational costs proportional to the evaluation

of km(x).

Let φ(·) denote the feature mapping induced by k(x, y), that is k(x, y) = φ(x) ·
φ(y). To simplify notation, we treat φ(·) as any other vector.

In phase (i), the subset Xm is iteratively determined as Xr = {x1, . . . , xr} ⊂
Xn for r = 2, . . . , m, m < n, such that for each r < m, the next pattern to be
included satisfies

xr+1 = argmax
x∈X\Xr

dr(x) ,

where dr(x) is the distance of φ(x) to the subspace spanned by φ(x1), . . . , φ(xr).
It is straightforward to check that this distance between φ(x) and its orthogonal
projection Prφ(x) is given by

d2
r(x) = ‖φ(x) − Prφ(x)‖2

= k(x, x) − 2kr(x)�βx + β�
x Krβx , βx = K−1

r kr(x) .

After termination of the greedy search Xm is given, and based on the Cholesky
factorization Km = U�U , all feature vectors φ(xi) , xi ∈ Xn, are approximated
by their projections

(
Pmφ(xi)

)
·
(
Pmφ(xj)

)
= β�

i Kmβj = β�
i U�Uβj =: γ�

i γj .
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As a result, each training pattern xi ∈ Xn is represented by a vector γi ∈ R
m.

In phase (ii) of the approach, we compute a standard SVM with X replaced by
Γ := (γ1, . . . , γn):

min
w,b

{1
2
‖w‖2 + C+

∑

yi>0

ξi + C−
∑

yi<0

ξi

}
, s.t. Dy(Γ�w + be) ≥ e − ξ , ξ ≥ 0 .

Here, Dy denotes the diagonal matrix with the class variables yi ∈ {+1, −1}. In
order to classify a novel pattern x, we compute its representative γx = Uβx =
UK−1

m km(x) and evaluate the decision function

fm(x) = w�γx + b , w = ΓDyα =
ns∑

i=1

αiyiγi .

Re-inserting the definitions of γx and γi, these two steps amount to compute

fm(x) =
ns∑

i=1

αiyiβ
�
i km(x) + b ,

with ns denoting the number of support vectors. Note that the computational
complexity is dominated by the fixed number of m kernel evaluations km(x).

3 RSVM-2: Direct Greedy-Based Design

We outline a slight modification of the approach [1]. The modification concerns
asymmetric training costs and the inclusion of a bias b into the decision function

fm(x) = w�φ(x) + b = β�km(x) + b , w =
m∑

i=1

βiφ(xi) .

Similar to the previous section, the basic idea is to perform a greedy search of an
optimal subset φ(x1), . . . , φ(xm) in feature space, and to train directly a RSVM
by minimizing the primal objective function

E(β, b) =
1
2
β�Kmβ +

C+

2

∑

yi>0

max
{
0, 1 −

(
β�km(x) + b

)}2

+
C−
2

∑

yi<0

max
{
0, 1 +

(
β�km(x) + b

)}2

with the following Newton-like iteration: Let k be the iteration counter, (βk, bk)
the current iterate, and I+ and I− denote the indices of training patterns whose
regularization term does not vanish: 1−yi

(
βk ·km(x)+bk

)
> 0. Then we compute

(βk+1/2, bk+1/2) = (βk, bk) −
[
HE(βk, bk)

]−1∇E(βk, bk)
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followed by the line search

(βk+1, bk+1) = argmin
t∈[0,1]

E
(
(1 − t)(βk, bk) + t(βk+1/2, bk+1/2)

)
.

The gradient and the Hessian are given by

∇E(β, b) =
(

Kmβ + C+K�
I+,m(fI+ − yI+) + C−K�

I−,m(fI− − yI−)
C+e�I+(fI+ − yI+) + C−e�I−(fI− − yI−)

)
,

HE(β, b) =
(

Km + C+K�
I+,mKI+,m + C−K�

I−,mKI−,m C+K�
I+,meI+ + C−K�

I−,meI−

C+e�I+KI+,m + C−e�I−KI−,m C+|I+| + C−|I−|

)
,

where |I+|, |I−| denote the respective number of indices, eI+ , eI− are one-vectors
of the corresponding dimensions, and fI+ , fI− and KI+,m, KI−,m are vectors and
matrices, respectively, formed by selecting decisions function values fm(xi) and
the rows of Km as indexed by I+, I−.

During the greedy search procedure, this parameter fitting is done for increas-
ing dimensions r = 2, . . . , m. For fixed r and minimizing parameters (β, b) , β ∈
R

r, the criterion for selecting the next pattern xr+1 is the largest change of
the energy determined by optimizing the two variables minβr+1,b E(βr+1, b) with
β = (β1, . . . , βr) kept fixed.

4 Numerical Performance Evaluation

This section summarizes our experimental evaluation of RSVM-1 and RSVM-2
under various aspects. With the exception of the real data experiment reported
in subsection 4.5, all experiments were conducted with computer-generate data
in order to determine the test error rates accurately.

4.1 Validation of the Implementation

The approach described in section 3 reproduced the performance measures re-
ported in [1] for the benchmark data sets [2]. For example, Figure 2 shows the
average error rate (%) as a function of the number of support vectors.
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Fig. 2. Average error rate (%) of the RSVM-2 for the Banana data set [2] as a function
of the number m of support vectors
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Fig. 3. Left: Training set for a 2-class problem. The standard SVM returns
FNR/FPR(%)=0.45/2.12 and 68 support vectors. Center: Error rate (thick line)
and FNR/FPR (thin lines) for the RSVM-2 that significantly outperforms RSVM-
1 (cf. Table 1). Right: The first 6 SVs and the corresponding decision line of the
RSVM-2 (FNR/FPR(%)=0.51/4.93). On the average, RSVM-2 shows an acceptable
performance at about 10% computational costs of a standard SVM.

Table 1. Performance of the reduced SVMs for various fixed classifier com-
plexities. RSVM-2 considerably outperforms RSVM-1. The standard SVM returns
FNR/FPR(%)=0.45/2.12 and 68 support vectors.

# SVs 4 10 15 20 30
RSVM-1: FNR/FPR (%) 47.86/56.13 40.74/18.01 14.44/13.93 2.14/8.48 0.39/2.50
RSVM-2: FNR/FPR (%) 13.98/7.40 0.45/4.21 0.25/3.10 0.22/2.88 0.21/2.72

4.2 Performance for Fixed Classifier Complexity

In compare the different greedy strategies underlying RSVM-1 and RSVM-2,
respectively, we fixed the classifier complexities to m ∈ {4, 10, 15, 20, 30} and
evaluated the FNR and FPR of both reduced machines. The details are given in
Figure 3 and Table 1.

It turned out that RSVM-2 is consistently superior to RSVM-1 and shows an
performance comparable to the full SVM while needing only 10% of the number
of support vectors on the average.

4.3 Asymmetric Training Data

We performed an evaluation of RSVM-1 and RSVM-2 similar to the previous
section, but with asymmetric training sets and asymmetric training costs. This
situation is typical for detection scenarios where a large number of background
patterns are easily available for training, whereas the number of object patterns
is limited. A priori, it is not clear whether greedy search breaks down in such
situations. Figure 4 and Table 2 provide the quantitative details.

While the RSVM-2 perform as well as in the symmetric case (previous sub-
section), the performance of the RSVM-1 becomes even worse. Likewise, the
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Fig. 4. Left: An asymmetric training set (fore-/background samples = 1/10). The
standard SVM returns FNR/FPR(%)=3.79/0.86 and 92 support vectors for symmetric
training costs, and FNR/FPR(%)=1.08/2.16 and 153 support vectors for an asymmet-
ric choice of the training costs. Center: Error rate (thick line) and FNR/FPR (thin
lines) for the RSVM-2 trained with symmetric costs, that significantly ourperforms
RSVM-1 also in such asymmetric scenarios (cf. Table 2). The greedy optimization, how-
ever, mainly focuses on the larger background sample set (lower dashed line), yielding
a suboptimal overall performance Right: Asymmetric training costs enables to steer
the greedy search and to optimize the overall performance (note that the ordinate-
scale differs from the figure in the middle). For 15 support vectors, that is about 10%
classification costs of the full SVM, the RSVM-2 returns FNR/FPR(%)=0.2/3.5.

Table 2. Performance of the reduced SVMs for various fixed classifier complexities and
asymmetric training costs. RSVM-2 considerably outperforms RSVM-1. The standard
SVM returns FNR/FPR(%)=1.08/2.16 and 153 support vectors.

# SVs 4 10 15 20 30
RSVM-1: FNR/FPR (%) 54.59/32.15 51.74/12.40 43.00/10.79 1.87/6.34 0.87/2.85
RSVM-2: FNR/FPR (%) 14.92/6.44 4.25/4.82 0.2/3.5 0.21/3.03 0.41/2.98

relationship of approximation quality and computational complexity of the
RSVM-2 relativ to the fully nonlinear SVM did not change noticeably.

4.4 Two-Stages Sparse SVM Classification

The objective of this section is to show that in principle two sparse SVMs can
be combined sequentially without loss of classification performance, but at con-
siderably reduced computational classification costs. Being inferior to RSVM-2,
we did not consider RSVM-1 in this context, and we simply denote RSVM-2 by
RSVM in this section. We use subscripts 1 and 2 for the RSVM at stage 1 and
2, respectively.

Figure 5, left and right, show two RSVMs designed as stage-1 and stage-2
classifiers. The RSVM at stage 1 was asymmetrically designed so as to yield a
very low FNR. For the stage-2 RSVM, only those background patterns were used
for training that were accepted as false positives at stage 1. This is reasonable
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Fig. 5. Sequential classification by two RSVM-2. Both stages were trained by
direct greedy optimization. Left: Asymmetrically trained stage-1 RSVM with mini-
mal FNR (fraction of missed objects). Right: Stage-2 RSVM asymmetrically trained
on positive examples and false positives accepted by the stage-1 RSVM. The overall
performance is FNR/FPR(%) = 0.52/0.45 (see text for more details).

because in practice typically a large number of background patterns are available.
The performance data of the two classifiers are:

FNR1/FPR1(%) = 0.0035/15.83 (#SV = 7)
FNR2/FPR2(%) = 0.51/2.84 (#SV = 14)

Then the overall performance is

FNR = FNR2TPR1 + FNR1 ≈ 0.51% , FPR = FPR2FPR1 ≈ 0.45% ,

which compares favourably with the full SVM (see the caption of Figure 3).
The average computational costs per pattern are largely dominated by the

first-stage classifier which typically requires 10% computation time relative to
the full SVM. Assuming that the second RSVM has twice the number of support
vectors, that is 20%, and that an object occurs at 0.1% of all image locations,
than the two-stage classifier requires on the average about

0.2 (0.001 TPR1 + 0.999 FPR1) + 0.1 ≈ 13%

of the computation time of the full SVM.

Evaluation of benchmark data. We also applied the two-stages classifier
combining a very sparse RSVM at stage 1, followed by the RSVM designed as
reported in section 4.1, using the bechmark data[2], and averaged the results
over the corresponding 100 training-test pairs of data sets. The effective number
of support vectors is the sum of #SVs of the first machine plus #SVs of the
second machine multiplied by the acceptance rate of the first machine.

Table 3 shows that in comparison to [1] the classification cost can be further
reduced without a significance loss of performance.
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Table 3. Benchmark evaluation of the two-stages sparse SVM. The effective number of
SVs minimizes the classification costs and yields comparable classification performance.

Dataset Our Cascade Keerthi et al [1] SVM[1]
Effictive #SVs Error #SVs Error #SVs Error

Breast 4.67(0.66) 26.80(4.92) 12.1(5.6) 29.22(2.11) 185.8(16.44) 28.18(3.00)
Diabetis 6.48(0.54) 26.32(2.28) 13.8(5.6) 23.47(1.36) 426.3(26.91) 23.73(1.24)
German 4.41(0.63) 27.80(2.45) 14.0(7.3) 24.90(1.50) 630.4(22.48) 24.47(1.97)

Ringnorm 9.79(0.19) 2.04(0.28) 12.9(2.0) 1.97(0.57 ) 334.9(108.54) 1.68(0.24)
Thyroid 5.45(0.41) 5.61(2.41) 10.6(2.3) 5.47(0.78 ) 57.80(39.61) 4.93(2.18)

Waveform 9.16(0.40) 12.75(1.33) 14.4(3.3) 10.66(0.99 ) 246.9(57.80) 10.04(0.67)

4.5 Real Data

Although specific applications are not within the scope of this paper, we report
the performance of the RSVM-2 for an experiment with real data, to assure that
the findings reported above generalize to other data sets.

For a real-world challenge, we considered head detection on a set of 1042
images containing humans in various poses at approximately the same scale. We
divided the data-set into 603 training images and 439 test images, such that there
are no two images of individuals under similar conditions in the test set, and all
are mutually distinct to the training set. As a result, we may expect realistic
general performance measures. From these images, small patches of size 32x32
were extracted at the head location (provided by the user), and the popular
SIFT-features [12] were computed from the patches. We used 4x4 location and
8 orientation bins resulting in 128-dimensional feature vectors. Contrary to the
original formulation, we did no local orientation or scale normalization.

For the background, we computed 9934 features at locations not containing
any heads, which we divided into 4967 training and 4967 test features. Note
the asymmetry in the data, with a ratio of background/foreground of ≈ 8/1 for
training and ≈ 11/1 for testing.

Training a fully nonlinear SVM with asymmetric costs resulted in 1720 support
vectors and error rates FNR/FPR (%) = 14.35/1.39. The RSVM-2 showed a com-
parable performance, FNR/FPR (%) = 10.02/4.11, for only 47 support vectors,
however, that is with classification costs reduced by a factor of about 36!

5 Conclusions

We compared two greedy strategies recently proposed for the direct design of
reduced nonlinear SVMs. One of these strategies, suggested in [1], performed
uniformly well irrespective of the nature of the data set, and also in asymmetric
situations that are typical for object detection scenarios.

It should be pointed out that the factor of decreasing computational costs
reported in this paper has to be multiplied by the acceleration factors reported
in [8], that are obtained by an independent technique as discussed in section 1.
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We showed that the complementary design of two reduced SVMs results in
sequential two-stage classifiers that may even outperform fully nonlinear SVMs.
Such classifiers may form the core of larger structured classifiers using RSVMs
as components. This will be investigated in our future work.
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